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We analyze the Galton Board [or periodic "Lorentz Gas"] with a point mass scattered by 
elastic disks of diameter a, using a constant driving field g and a constant-viscosity 
linear drag force -ph', where p is the point-mass momentum. This combination leads to a 
nonequilibrium steady state which depends only upon the dimensionless ratio g-?/ a. 
The long-time-averaged trajectory leads to multifractal phase-space structures closely 
resembling those we found earlier using isokinetic equations of motion derived from Gauss' 
Principle of Least Constraint. A highly damped [small T] creeping-flow limit describes 
our results for g-?/ a less than about 0.2. The lightly damped Green-Kubo linear-response limit 
for the model provides an accurate description of the dissipative dynamics for g-?/ a 
greater than about 2.0. 

I. INTRODUCTION 

The Galton Board (or periodic "Lorentz Gas") is a 
familiar classroom and textbook antique from the early 
days of probability theory, I Brownian Motion, and statis­
tical mechanics. 2 A point-mass particle, with mass m, col­
liding with a periodic "Board" of fixed elastic scatterers of 
diameter a, and free from any other external forces, can 
exhibit diffusive «?> <X t) Brownian motion. Alterna­
tively, if the motion is driven by a gravitational field mg 
md is simultaneously subject to a viscous drag force, pro­
portional to the momentum with proportionality constant 
-lIT, a steady current obeying Fick's Law and defining 
the conductivity K= (v)/g can result. In this case, conser­
vation of energy establishes that the time-averaged power, 
(mgv), provided by the field must balance the viscous 
power loss (mv2h), where m is the mass. For the lightly 
damped case (v) is much less than the thermal velocity; 
then the linear conductivity can be related to the kinetic 
temperature T= (mv;)/k= (mv;)/k, where Vx and vyare 
the components of the thermal velocity, and k is Boltz­
mann's constant. 

In 1986 we investigated the phase-space distribution 
for a simplified "isokinetic" variant of the Board in which 
a colliding particle moves, in the presence of a fixed exter­
nal field, with fixed kinetic energy.3 The isokinetic con­
straint follows Gauss' Principle of Least Constraint.4 The 
constraint is implemented by a time-reversible constraint 
force Fconstraint= -~p -ph linear in the momentum p 
and the friction coefficient Ih. The resulting isokinetic 
"Gaussian" dynamics is a special case of isothermal 
"Nose-Hoover" mechanics. 5 This form of mechanics has 
by now been applied to a variety of nonequilibrium prob­
lems involving from two to more than a million atoms.6 It 
has been generalized, very recently, in several ways<. 7 We 
have emphasized that the motion governed by this time­
reversible mechanics invariably satisfies the requirements 
of the Second Law of Thermodynamics.8 Vance has re­
cently investigated the phase-space distribution for this 
same model by studying the structure of the underlying 
periodic orbits in phase space.9 

The phase-space distribution underlying the isokinetic . 
Galton-Board dynamics showed an unexpected c0~;.lex 
structure, a "strange attractor." This model was the first 
time-reversible, but dissipative, system to be studied and 
led to a comprehensive investigation of nonequilibrium 
steady states. In such a system the internal system vari­
ables, controlled by fixed external boundary conditions, 
typically fluctuate about long-term average values charac­
terizing the "steady state." Parallel work on a two-body 
shear flow was carried out by Morriss. lo The multifractal 
attractors generated by the Board and other more elabo­
rate models are, we believe, typical of nonequilibrium 
steady-state systems. We have shown more recently that 
such an attractor can also result when a non steady tran­
sient current is induced by a nonlinear field which varies 
exponentially with displa~ment. II 

Because the underlying Nose-Hoover dynamics is still 
a relatively new development, we are frequently asked to 
show that phase-space strange attractors can be generated 
with a "more physical" dynamics. Accordingly, we con­
sider here another non-Hamiltonian steady-state version of 
the Galton-Board problem, this time with a constant­
viscosity drag force proportional to velocity. Thus the drag 
force has the same functional form as has "Stokes' drag," 
which describes the retardation of three-dimensional creep­
ing flow in a viscous medium. Although the generalization 
from two space dimensions to three is straightforward we 
believe that nothing is gained by the additional complexity 
and restrict ourselves here to the two-dimensional case. 
Even so, the two-dimensional motion takes place in a four­
dimensional phase space (x,y,Px,Py) with a three­
dimensional subspace (a,sin /5, \p I) required to detail the 
sequence of collisions which makes up the motion. See Fig. 
I for the definitions of a and /5. We will demonstrate here 
that the three-dimensional space required to display the 
collisions contains a multifractal attractor similar to those 
which appear in the two-dimensional space (a,sin m de­
scribing the isokinetic Galton Board.3 
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FIG. L Our computational cell, used to follow the motion, is half of the 
unit crystallographic cell shown here. The angles a and f3 which charac­
terize the scattering collisions are indicated. The "creeping-flow" trajec­
tory which results in the limiting conductivity Kh=0.514 is shown as a 
heavy line with an arrow. 

II. MODEL (Refs. 2 and 3) 

For simplicity we choose again a triangular (sixfold 
)ordinated) lattice of elastic scatterers, (hard disks of 

diameter a). We choose a density equal to 4/5 the maxi­
mum close-packed density, so that scattering is inevitable. 
Under these conditions a mass point falls (in the negative 
y direction) under the influence of a gravitational field g 
and with a retarding force -ph. The motion can be stud­
ied in half of a single unit cell of the lattice by using peri­
odic boundary conditions. As is shown in Fig. 1, the field 
direction is chosen perpendicular to one of the three sets of 
parallel close-packed atomic rows which make up the tri­
angular lattice structure. 

The equations of motion are 

md2xldr=dp;:/dt= -Pxh, 

md2yldr = dp/dt = -mg-p/,. 

The motion is independent of the mass m. The motion 
equations can be integrated (with respect to time) to give 
the time development of the momentum between colli­
sions: 

Px=pxCO)e'lh', py+mg,= [Py(O) +mg,]e~tlT. 

Another integration gives the coordinate-space trajectory 
of the motion: 

x=x(O) +px(OH!/m) [1-e- 11T j, 

y=y(O) -gt,+ [Py(O) ('11m) +g?] [l-e~t/T 

At each elastic scatterer collision the sign of the radial 
momentum of the moving particle is reversed. For conve­
nience, and without loss of generality, we choose the mass 
m, and the viscous relaxation time, equal to unity. 

TABLE I. Reduced conductivity Kh as a function of the dimensionless 
ratio grla, for a particle colliding with a periodic triangular-lattice array 
of scatterers at a density 80% of the closest-packed density. The scatterer 
diameter is a. The mean time between collisions is At. As grla ap­
proaches 0 (strong damping) the moving particle collides repeatedly with 
a single scatterer, "rolling" along its perimeter, as shown in Fig. I. In the 
opposite (lightly damped) limit, as grI a approaches 00, the speed ap­
proaches 00 while the distance between collisions, of order a, is fixed. 
Thus again the mean time between collisions approaches O. 

grla KIT Ath 

0.05 0.482 0.00357 
0.08 0.464 0.0427 
0.10 0.445 0.131 
0.15 0.406 0.341 
0.20 0.365 0.476 
0.30 0.280 0.498 
0.40 0.159 0.0958 
0.50 0.277 0.817 
0.60 0.319 1.10 
0.80 0.267 0.953 
1.00 0.203 0.667 
1.25 0.198 0.613 
1.50 0.197 0.524 
1.75 0.192 0.443 
2.00 0.182 0.379 
3.00 0.138 0.278 
5.00 0.0959 0.198 

10.00 0.0591 0.127 
20.00 0.0370 0.0822 
50.00 0.0199 0.0454 

100.00 0.0125 0.0289 
200.00 0.0080 0.0182 
400.00 0.0051 0.011 5 
500.00 0.0044 0.0098 

By introducing reduced (dimensionless) coordinates 
{xla,yla}, and a reduced time th, it is easy to show that 
the shape of the trajectory depends only on the dimension­
less ratio g?1a. Likewise the reduced (dimensionless) 
conductivity Kh-=(v)/gr depends solely on g?la. From 
the thermodynamic standpoint gT21a is the ratio of the 
steady-speed kinetic energy Kdrift ;:::;;m(g7)2 to the potential 
energy change required to cross a periodic cell of the 
Board, .6.<P;:::;;mga. From the standpoint of fluid mechanics 
g?I a is the Reynolds number of the flow, the product of a 
characteristic length L = a and a characteristic velocity v 
=gT, divided by the kinematic viscosity, v=a 2h. 

KI.6.<P;:::;; m (gT) 2Imga=g~I a= a(g7 )/( a 2h) 

;:::;; Re-=Lvlv;:::;;a(gT) I( a 2/1' ). 

III. SIMULATION OF THE MOTION 

Following the lines established in our previous work3 

we have generated here a series of a million collisions at 
several representative values of the dimensionless ratio 
g?la. Results for the conductivity are shown in Table I 
and Fig. 2. Because the ratio of the thermal velocity to the 
drag velocity is of order TIK, the lightly damped limit [with 
long decay time T] corresponds to large values of the di­
mensionless combination g?I a. In the lightly damped case 
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FIG. 2. Reduced conductivity, KI-r, as a function of dimensionless ratio 
gYler. The data were obtained from a series of runs involving onc million 
elastic scatterer collisions each. The arrow to the left indicates the 
strongly damped "creeping-How" theoretical estimate. The solid line to 
the right indicates the lightly damped Green-Kubo theoretical estimate. 
KI-r= 0.27 (erlgy) 2!3. 

we found, as expected, a conductivity agreeing with that 
found previously at this same scatterer density, 

KS= (v)lg;:::O.la(mlkT) 112. 

This lightly damped value is also consistent with Machta 
and Zwanzig's equilibrium Green-Kubo estimate2 and is 
further discussed in the following section. 

For values of the ratio gl-I a on the order of unity, 
phase-space plots of successive collisions indicate that the 
motion is chaotic. In the extreme case, where the "thermal 
velocity" (meaning: fluctuation of the velocity about the 
mean value, as a function of vertical coordinate) is negli­
gibly small, the trajectories converge to the limit cycles 
illustrated in Fig. 1. To illustrate a typical chaotic case (for 
a field of moderate strength, gl-Ia= 10) we show the last 
20 000 collisions as a stereo pair. See Fig. 3. The abscissa 
gives the location of each collision relative to the field di­
rection, an angle a lying between 0 and 11. The ordinate 
gives the sine of the angle f3 describing the direction of 
motion just after collision relative to the radial vector from 
the scatterer to the moving particle. The remaining direc-

FIG. 3, Stereo view of 20 000 successive collisions {a,sin [3,p} of a par­
ticle colliding with a periodic triangular·lattice array of scatterers at a 
density equal 80% of the closest-packed arrangement. The dimensionless 
ratio grI er is 10. 

tion in the plot indicates the speed at which the collision 
characterized by a and /3 took place. The same data could 
alternatively be displayed in only two dimensions by using 
color to identify the particle speed. It is readily apparent 
that the strange attractor is a multifractal. The multifractal 
spectrum could be estimated using standard techniques, 
though we have not chosen to do this. 

IV. ANALYSIS OF LIMITING CASES 

Two different limiting cases can be analyzed. When the 
effect of the field is only a minor perturbation on the ther­
mal motion the conductivity can be calculated from 
Green-Kubo linear-response theory. This conductivity 
corresponds to our earlier weak-field measurement3 as well 
as to Zwanzig and Machta's Green-Kubo result.2 In this 
limit we found 

Ks=voRAGlg=O.lOa(mlkT) 112, 2kTs=m[ (v;) + (v~>]. 

Notice that the conductivity has units oftime. The reduced 
conductivity KiT is dimensionless. In this same limit, where 
the thermal velocity greatly exceeds VORAG, we can relate 
the temperature to the field by using conservation of en­
ergy. The time-averaged power loss due to friction, (p21 
tnT) must match the time-averaged power provided by the 
field, mgvDRAG=miK : 

(p2ImT) s=2kTiTs=mgvDRAG=mg2K. 

Solving for the thermal velocity, (kTlm)li2, gives 

(kTlm) 112=0.707 (KT) 112g. 

It should be emphasized that in this limit the thermal ve­
locity greatly exceeds the field-induced velocity vORAG' 

Combining this last 'tquation with the Green-Kubo 
result Ks=O.lOa(mlkT) 112 leads to a useful expression for 
the reduced conductivity: 

In Fig. 2 the extensive sampling of numerical results for 
the reduced conductivity, KIT, as a function of the ratio 
g,21a for values greater than about 2 shows a slope of 
-2/3, just as predicted by this Green-Kubo analysis. 

On the other hand for [strongly damped] ratios less 
than g?I a=0.2, an alternative dynamical estimate for the 
creeping-flow conductivity describes the data. In this re­
gime, between collisions the moving particle falls at the 
"terminal velocity", gT, for the total "free-fall" distance 
XJ +xz=0,471 74a indicated in Fig. 1. The "collisions" 
which alternate with these free-fall trajectory segments in­
volve rolling (with a speed proportional to the cosine of 
the angle between the direction of motion and the field 
direction). Taking the total distance traveled divided by 
the total time leads to the creeping-flow estimate: 

KiT=0.5l4, 

indicated by the arrow at the left margin of Fig. 3. This 
estimate agrees very nicely with the "low-field" data. 
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V. TIME REVERSIBILITY AND NON EQUILIBRIUM 
STEADY STATES 

Time reversibility arises in a natural way in nonequi­
librium steady states. In Gaussian isokinetic mechanics the 
friction coefficient S is proportional to the time rate-of­
change of the potential energy. In Noses original deriva­
tion of Nose-Hoover isothermal dynamics the friction co­
efficient Sstarts out as a momentum. 5 Thus in both kinds 
of mechanics Schanges sign in the reversed motion and the 
trajectories can be followed either forward or backward in 
time using the same motion equations. An equivalent pic­
torial definition of time reversibility is this: if a movie of a 
time-reversible motion is projected backwards (with the 
order of the frames reversed) the resulting "reversed" mo­
tion still satisfies the same motion equations. Motions obey­
ing the Second Law of Thermodynamics invariably convert 
work to heat, not the other way around. Nevertheless any 
Gaussian or Nose-Hoover trajectory could (in principle) 
be reversed to generate a trajectory violating the Second 
Law by converting heat to work. The apparent paradox of 
nonequilibrium steady states (invariably obeying the irre­
versible Second Law of Thermodynamics with time­
reversible equations of motion) has been traced to the mul­
tifractal nature of the underlying phase-space attractor. 
Although phase-space states which can violate the Second 
Law of Thermodynamics do exist, they are invariably re­
stricted to a multifractal mechanically unstable phase­
space repellor which has zero volume relative to the equi­
librium phase space. 8 There is thus no way to follow such 
states in time. 

Despite the straightforward nature of the time­
reversibility concept several workers have (incorrectly) 
claimed that the Nose-Hoover equations of motion are not 
time reversible. 12 In the present case the friction coefficient 
s= 1/7 is intrinsically positive and the dynamics is there­
fore dissipative. Nevertheless in principle even this irrevers­
ible trajectory could be followed backward in time, apart 
from computer roundoff errors, simply by changing the 
sign of the friction coefficient, setting the relaxation time 7 

equal to -7. In practice, a Lyapunov-unstable time­
reversed trajectory can be followed accurately for only a 
few collisions. The exponential growth of the inevitable 
roundoff errors guarantees that any longterm numerical 
solution with positive friction will diverge rather than re­
turn to the initial condition. 

VI. CONCLUSION 

The multifractal attractors generated here using a rel­
atively conventional linear-drag-force approach show a 
qualitative resemblance to those generated with Gaussian 
or Nose-Hoover mechanics. For weak to moderate field 
strengths the motion describing this nonequilibrium steady 
state is confined to a multifractal strange attractor. For 
weakly damped motion the resulting conductivity agrees 
with the Green-Kubo dependence established earlier. For 
strong damping the conductivity agrees with a simple 
creeping-flow calculation. 
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