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Thermomechanical particle simulations 
By W. G. HOOVERl-3, H. A. POSCHl, CH. DELLAGOI, 


O. KUW,\ C. G. HOOVER2, A. J. DE GROOT2,3 

AND B. L. HOLIAN4 


lInstitut fUr Experimentalphysik, Universitat Wien, Wien, Austria 

2Lawrence Livermore National Laboratory, Livermore, USA 

3Department of Applied Science, University of California at Davis/Livermore, Livermore, USA 

4Los Alamos National Laboratory, Los Alamos, USA 

Thermomechanics is a generalization of classical mechanics in which heat transfer and tem­
perature play essential roles. It is specially useful away from equilibrium. Here we review 
thermomechanical particle simulation techniques and their applications, both small-scale and 
large. We illustrate the impact of thermomechanical methods on irreversible statistical mechan­
ics and on the interpretation of macroscopic irreversible phenomena. Pressing problems for the 
future are also outlined and discussed. 

1. Introduction 
To simulate open-system flow processes involving heat transfer and dissipation it is 

necessary to augment conventional Newtonian mechanics with explicit treatments of 
temperature and heat reservoirs. In § 2 we review the definition of the ideal-gas temper­
ature, and show that it is appropriate for thermomechanical simulations. In § 3 we use 
Hamilton's Principle of Least Action to incorporate this definition of temperature, with 
corresponding temperature controls, into particle-based simulations. 

Thermomechanical simulations carried out in this way have already led to a variety 
of results. On the most fundamental microscopic level, a description of the flow within 
the many-body phase space, the simulations establish interconnections linking the spec­
trum of Lyapunov instability exponents to the information dimension of time-reversible 
multifractal repellors and attractors, and to the rate of external entropy production, all 
in accord with the Second Law of Thermodynamics. These relationships are discussed 
generally, and illustrated for many-body field-driven flows, in § 4 and § 5. \Ve then con­
sider, in § 6, these fundamental microscopic concepts for the simplest possible problem, 
the two-dimensional isokinetic Galton Board. the phase space is relatively simple, 
so that the multifractal nature of the nonequilibrium phase-space distributions can be 
visualized completely. 

Thermomechanical particle simulations have so far provided not only all the relatively 
simple properties, such as the equilibrium mechanical and thermal equations of state 
and the nonequilibrium transport coefficients, but also a quantitative treatment of some 
of the more complicated macroscopic flow processes, such as plasticity and fracture, for 
which no satisfactory macroscopic explanation exists. Some recent results are described 
in § 7. 

On the macroscopic level, matter is described in terms of its constitutive properties, 
rather than in terms of interatomic forces. Because particle methods tend to be unusually 
stable, they are desirable tools for solving macroscopic problems too. But the microscale 
time and spatial limitations of atomistic particle methods mean that macroscopic prob­
lems require macroscopic particles. For such macroscopic problems, Smooth Particle 
Applied Mechanics is a useful method with some interesting connections to molecular 
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180 'vV. G. Hoover et al.: Thermomechanical particle simulations 

dynamics. In § 8 we discuss the application of Smooth Particle Applied Mechanics to the 
simulation of hydrodynamic instabilities. Finally, we comment on ~ome of the puzzling 
loose ends awaiting a better understanding in the near future. 

2. Temperature far from equilibrium 
In equilibrium thermodynamics there are many alternative definitions of temperature. 

The most familiar are: 
(i) the ideal-gas temperature scale defined by the pressure of an equilibrium ideal-gas 

thermometer, 
PV 

Tide",' gas Nk' 
where P is the isotropic pressure exerted by an N-particle ideal gas in a volume V, 

(ii) the entropic temperature defined by the isochoric entropy derivative of the internal 
energy, 

The lack of a satisfactory definition of entropy far from equilibrium, as well as the relative 
simplicity of the ideal-gas temperature scale, both suggest that the ideal-gas thermometer 
be selected to define temperature away from equilibrium. A convincing case for this choice 
can be based on a detailed calculation, using kinetic theory. 

If we consider a heavy particle, with mass J'"I and velocity U, able to collide with 
representative light ideal-gas particles, of mass m <and with velocities {u} chosen from 
the Maxwell-Boltzmann velocity distribution characterizing an equilibrium ideal gas at 
a fixed temperature the average momentum transfer (fl(MU)) and energy transfer 
(fl(MU2 /2)) per collision are simple averages, weighted with the mean speed, IU 
over the Maxwell-Boltzmann distribution of gas-particle velocities. The results are 
that the heavy-particle velocity decays exponentially to zero while (ii) the average energy, 
(MU2 /2), approaches the equilibrium value, DkT/2, in D dimensions. The number of 
collisions required for the velocity and energy changes is of order 111/m. 

Our theoretical knowledge of dilute-gas behavior is summarized by the Boltzmann 
Equation, which leads again to these same results for the effects of collisions on the 
heavy-particle velocity and energy. A one-line derivation of them, given by Salmon 
(1980), is particularly instructive. He takes the point of view that gas-phase momenta 
change in such a way as to maximize the Boltzmann entropy. He represents this tendency 
toward equilibration by introducing a generalized entropic force, defined as a gradient 
in momentum space and taken in the direction of increasing Boltzmann entropy. The 
magnitude of the characteristic force is determined by the kinetic temperature T. The 
time required for the force to become effective defines a collision time, T. Salmon's simple 
picture leads to the following ad hoc recipe for the entropic force: 

/ 2)
feq ex exp ( - 2~kT ' 

which then gives directly the Fokker-Planck equation for the time evolution the one­
particle distribution function: 

df .(pI) + mkTV;f. 
dt T 

The Fokker-Planck equation is of course nothing other than a weak-collision limit of the 
Boltzmann equation. But its interpretation as the result of an entropic force is interesting. 
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This point of view associates a common origin for (i) the decay of the velocity toward zero 
together with (ii) the diffusive randomizing force of collisions, leading to the equilibrium 
value of the kinetic temperature. 

3. Motion algorithms from Least Action 
Gillilan & Wilson (1992) showed that the simplest equilibrium application of the Prin­

ciple of Least Action to conservative particle dynamics, minimizing the action integral 
for a trajectory from -dt to +dt, gives rise to the familiar St\iirmer integration algorithm, 
which we write here explicitly as a set of particle motion equations, one for each degree 
of freedom: 

{x_ - 2xo + x+ = (dt)2 Fo/m}. 

The subscripts indicate the times {-dt, 0, +dt}. In the variational calculation the end­
point coordinates {x_,x+} are fixed. The set of intermediate coordinates {xo} is then 
varied to minimize the trapezoidal-rule integration of the Lagrangian. The equilibrium 
motion algorithm which results, the St\iirmer algorithm, has been used by generations 
of scientists for solving Newton's conservative equations of motion. The only technical 
details required to ensure an efficient simulation are (i) short-ranged forces vanishing 
linearly at a cutoff, so as not to degrade the second-order integrator accuracy, and (ii) a 
linked-list catalog of near neighbors, so as to make the simulation time proportional to 
N rather than to N 2 . 

The equilibrium St\iirmer algorithm is patently time-reversible.. Levesque & Verlet 
(1993) pointed out that this reversibility is exact, to the very last bit, provided that the 
algorithm is applied in an integer state space, with all coordinates {x(ndt)} integers and 
with the coordinate changes due to the forces rounded off to integers also. There is very 
likely no way to apply this idea of exact 'bit reversibility' away from equilibrium. 

The least action principle itself can be applied away from equilibrium, where it is 
necessary to control the temperature, or the internal energy, or other dynamical variables. 
Consider the simplest case, temperature control. To keep the kinetic temperature fixed 
during the time interval from -dt to +dt requires a Lagrange multiplier to impose the 
constraint dK/dt = O. The resulting equations of motion: 

1 dE 
(K = -2Kdt' 

can be solved with a slight modification of the St\iirmer algorithm or, if better accuracy 
is desired, by using a conventional fourth-order Runge-Kutta integrator. 

It is noteworthy that these isokinetic equations of motion are still time-reversible. In 
the reversed motion both the momenta {p} and any friction coefficients {(K } change sign. 
It is straightforward to generalize the least-action derivation of the motion algorithm to 
treat time-dependent constraints or to constrain the internal energy in the presence of 
external fields. We explore both the constrained and unconstrained algorithms in the 
two following sections. 

4. Conservative nonequilibrium simulations 
The difficulties involved in simulating nonequilibrium flows with Newtonian mechanics 

can best be appreciated by considering a simple example, a fluid in which half the particles 
are accelerated to the right, and half to the left, by an external field of fixed strength F. 
We choose to study a two-dimensional square 36-particle system of particles interacting 
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FIG URE 1. Time variation of the total, kinetic, and potential energies for a system of 36 particles 
driven by a field of unit strength. The mechanics is purely Hamiltonian, so that the system heats 
up with no increase in phase volume. 

with a short-ranged repulsive potential, 

¢ lOOf [1 (r/cr?] 4. 

The overall reduced density is unity, so that V N cr2 . For convenience we choose reduced 
units with the energy f, the collision diameter cr, and the particle mass m all set equal 
to unity. We further choose the forces due to the external field F equal to {(±l,O)}. 

With the periodic boundaries usual in simulations of bulk properties, intuition, bol­
stered by the numerical results shown in I, suggests that such a field-driven system 
has no nonequilibrium steady state. If the field is reasonably strong, currents develop 
and the system heats up. The rate at which work is done by the field, F· .IV, where .I 
is the current density, then causes a proportional heating of the fluid. As the fluid heats 
up, the heating effect of the field becomes less important, until, at sufficiently 
high temperature, the motion more and more closely approximates that of an equilibrium 
system. Evidently such an adiabatically heated never achieves a steady state and 
instead only proceeds, with gradually fluctuations, in the general direction of 
equilibrium. 

It is interesting to see that, even with a very strong external field, the resulting nonequi­
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FIGURE 2. Time variation of the largest and smallest local Lyapunov exponents in the 36-particle 
adiabatic simulation of figure 1. The sum of the local exponents is also plotted, and shows that 
the instantaneous values become paired, following the decay of transients, at a reduced time of 
approximately 40. 

librium motion remains adiabatic and its phase-space description is straightforward. Such 
a phase-space flow obeys Liouville's Theorem, taking place at constant phase volume. 
Thus, if we imagine the motion of a small phase-space hypervolume surrounding our 
trajectory's initial state, the density associated with that volume is carried along forever, 
without change. Figure 1 shows the increase of energy and temperature for a reduced 
time of 100. Figure 2 shows the pairing of the local (instantaneous) Lyapunov exponents 
that occurs, as it must for any solution of Hamilton's equations of motion. The vanish­
ing of the summed exponents shows that there is no change in the comoving phase-space 
volume. 

This example, like the more familiar free-expansion one, shows the inadequacy of 
Gibbs' statistical entropy away from equilibrium. Entropy, unlike pressure and temper­
ature, has no mechanical analog, and so is not a useful concept far from equilibrium. 
There is no analog of Zermelo's Recurrence Paradox here because the periodic bound­
aries make energy a multiple-valued function of the particle coordinates. The Lyapunov 
spectrum for such a time-reversible flow, two exponents for each degree of freedom, is 
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composed of rapidly fluctuating Smale pairs which individually sum to zero, as shown, 
for one pair, in figure 2. 

There are only two ways to compute averaged quantities, as dynamical time averages 
or as statistical phase averages. At equilibrium either approach can be followed. Al­
though time averages are certainly more closely linked to experiments, the availability of 
Gibbs' equilibrium distributions makes phase averages nearly as attractive. Away from 
equilibrium the situation is very different. The phase-space distribution is multifractal 
and is never known in advance. It can only be determined through dynamical simula­
tion. Thus, away from equilibrium, the simplest, and most informative, approach is to 
analyze a single long trajectory generated by special steady-state boundary conditions. 
We illustrate this approach in the following section. 

5. Reversible dissipative nonequilibriwn simulations 
In his stimulating lectures On the Character of Physical Law, Feynman repeatedly em­

phasized the fundamental nature of Hamilton's Principle of Least Action. We have seen 
that this principle provides a basis for the most commonly used conservative integration 
algorithm. Exactly the same approach can also be successful in the nonequilibrium case, 
where thermostats, or ergostats, or barostats need to be used to induce a nonequilib­
rium steady state. ,;Vith such constraint forces field-driven heating no longer leads to an 
unsteady state. Instead the motion converges to a nonequilibrium steady state. Under 
such constrained conditions, the Lyapunov spectrum is no longer symmetric, though a 
modified Smale pairing of the time-averaged exponents can persist. Sarman et al. (1992) 
established the conditions under which 'conjugate pairs' of exponents undergo identical 
shifts. 

In phase space the motion collapses onto a multifractal strange attractor. The informa­
tion dimension of this attractor is the dimensionality of the largest comoving phase-space 
object which does not get smaller as time goes on. As Kaplan and Yorke suggested, it 
can be estimated from the Lyapunov spectrum by finding the maximum number of expo­
nents which can be summed, with the sum remaining positive. In the case of field-driven 
currents the numerical results indicate an information dimension which decreases below 
the equilibrium value in proportion to the square of the field strength. 

To achieve an isoenergetic steady state, the equations of motion derived from the Least 
Action Principle are the following: 

{ dp } '" ±F.p.dt -\71> ± F - (EP, (E ~ 2mK 

Figure 3 shows results for the same 36-particle field-driven system discussed earlier, 
but with an isoenergetic constraint imposed for reduced times greater than 50. The 
kinetic and potential energies continue to fluctuate normally. The instantaneous values 
of the largest and smallest Lyapunov exponents, and their sum, is shown in figure 4. 
Though Sarman et al. (1992) showed that the pairing rule must be satisfied for the global 
averaged exponent pairs, a close examination of the data here show that there is no 
exact pairing for the local exponents. Considerably larger deviations from instantaneous 
pairing occur if an isokinetic, rather than isoenergetic, constraint is imposed. In either 
constrained nonequilibrium case the overall sum of the global exponents is negative, 
reflecting the collapse of the comoving phase volume onto a strange attractor. This 
collapse, which is qualitatively unlike the adiabatic constant-volume flow, corresponds to 
a steady divergence of the Gibbs entropy, which approaches -00 at long times. 

The special time-reversible equations of motion used here have interesting consequences 
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FIGURE 3. Time variation of the total, kinetic, and potential energies for a system of 36 
particles driven by a field of unit strength. The total energy is constrained, and the comoving 
phase volume begins to collapse to a strange attractor, at a reduced time of 50. 

for the phase-space flow. Liouville's Theorem for the flow establishes that the constrained 
comoving phase volume changes with time according to the instantaneous values(s) of 
the friction coefficient( s): 

dlnf = "" f 
dt - ~"E' 

where the sum includes all ergostatted degrees of freedom. Conservation of the comoving 
phase-space probability, f0, where 0 is the small comoving element of phase volume, 
occupied by f, relates the sum of Lyapunov exponents to the sum of the friction coeffi­
cients: 

where the angular brackets (-) indicate a time average. Finally, the external heat ex­
changed through the friction coefficients, divided by the temperature of the exchange, 
gives the rate of external entropy production, dS/dt. As a direct consequence of the 
least-action approach to deterministic temperature and heat transfer there results the 
exact chain of relations linking the instantaneous friction coefficients, the instantaneous 
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FIGURE 4. Time variation ofthe largest and smallest local Lyapunov exponents in the 36-particle 
constrained isoenergetic simulation of fignre 2. In this case the exact instanta,neous pa,iring of 
pa,irs of exponents is destroyed by the isoenergetic constraint. 

Lyapunov exponents, and the instantaneous entropy production: 

d(Sjk) 
dt 

Of course, this chain of instantaneous equalities applies just as well to the time-averaged 
quantities. 

The qualitative phenomenon illustrated here, the breaking of the symmetry of the 
Lyapunov spectrum, with the summed spectrum reproducing the rate of external entropy 
production, is a perfectly general consequence of the time-reversible equations of motion 
based on the Principle of Least Action. Because the geometric features associated with 
irreversibility are much more easily demonstrated in small systems, we consider the two­
body version of this nonequilibrium problem in the next section. 

6. Quantitative results from the Galton board 
Historically, the Galton Board was the first system for which the generic multifrac­

tal time-reversible phase-space structure just discussed was established, see Machta & 
Zwanzig (1983), Ladd & Hoover (1985), Hoover et al. (1985), Moran et al. (1987), Hoo­
ver et a.l. (1988), Hoover & Moran (1989), Hoover & Moran (1992), Vance (1992), Hoo­
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FIGURE 5. Definition of the angles a and (3 defining a hard-disk collision in the Galton Board. 
ogives the direction of the particle velocity relative to the field direction. 

ver et al. (1992), Chernov et al. (1993), Petravic et al. (1994), Lloyd et al. (1995) and 
Dellago et al.. The first nonequilibrium simulations, see Machta & Zwanzig (1983), in­
corporated shear, and were a caricature of viscous flow. By 1985, studies of field-driven 
diffusion became more common than studies of shear, mainly because diffusion is a 
slightly simpler problem, with fewer phase-space dimensions. These two viscous and 
diffusive Galton Board models are representative of the computer revolution in physics, 
in which models are chosen for study because they are both instructive and computa­
tionally feasible, though not necessarily analytically tractable. Thus the Galton Board is 
more informative than is the Baker Map though the Baker Map is more easily analyzed. 
The Galton Board occupies an interesting middle ground in which many of the results 
established numerically could also be deduced from a purely theoretical basis. Such a 
model is very useful for the progress of mathematical physics. Simulations stimulate 
theoretical advances which then feed back new ideas for simulation. That the Galton 
Board has been specially fruitful for nonequilibrium statistical mechanics is clear from 
the references cited by Dellago et al. (1995). 

The Galton Board problem is a special two-body version of the simple field-driven con­
strained problem of the last section. The periodic boundaries are chosen to be consistent 
with a particular lattice structure, here the triangular lattice, and the driving field is 
chosen in a particular direction, here perpendicular to one of the three directions of clos­
est packing. To simplify the dynamics, the interparticle interaction is further simplified 
to an impulsive hard-disk interaction. The field-dependent conductivity is defined in the 
usual way, as the ratio of the current to the field strength. Though the problem is at first 
glance complicated, being described by eight phase-space variables, {x,y,p""Py}, fixing 
the center of mass and the kinetic energy gives five constraints, so that the motion occurs 
in a three-dimensional phase space. The description can be further simplified, reducing 
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FIGURE 6. Variation of Galton Board conductivity as a function of field strength at 4/5 the 
close-packed density. The points shown are taken from Moran et al. (1987), Dellago et al. (1995) 
and Lloyd et al. (1995). The agreement among these three data sets is excellent. 

to a list of successive collisions, each of which can be described by two angles, a and (3, 
as defined in figure 5. 

The conductivity and the phase-space densities for this model were known in 1986. 
The Lyapunov exponents have just very recently been calculated. There are only two, 
with the sum negative, equal to the rate at which field energy is dissipated by the ergo­
stat. The variation of the conductivity, Lyapunov exponents, and a Poincare section of 
the phase-space density with field strength are shown in the figures 6-8. The multifractal 
phase-space structure, with an information dimension strictly less than the equilibrium 
value, and the positive transport coefficient, despite time-reversible equations of motion, 
are both characteristic of all nonequilibrium simulations employing time-reversible ther­
mostats or ergostats. The Galton Board is the first model for which these results were 
established, both numerically and theoretically. 

It is noteworthy that the time-reversed attractor is the unstable phase-space repellor, 
on which the Second Law of Thermodynamics is violated. Because this repellor has a 
space-filling ergodic character, with Hausdorff dimension equal to the embedding dimen­
sion, there is a repellor point arbitrarily close to any point in space. Thus this chaos 
could easily be 'controlled' to get a current violating the Second Law by converting heat 
to work 

7. Microscopic plasticity and fracture simulations 
Atomistic simulations of the progress of dislocations and cracks through crystals have 

been carried out for 20 years. These simulations are motivated by the failure of continuum 
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FIGURE 7. Variation of Galton Board Lyapunov exponents as a function of field strength 
at 4/5 the close-packed density. The sum of the exponents is also plotted and is equal to 
-d(Sexternal /k )/dt. 

mechanics to deal satisfactorily with atomic-scale failure processes. Of course, the forces 
used in the atomistic simulations are oversimplified and speculative, so that neither a 
microscopic nor a macroscopic picture can provide a quantitative understanding of 'real' 
plasticity and fracture. The embedded-atom potential provides the necessary flexibility 
for dealing with which are only poorly described by pair potentials. 

Some of the molecular dynamics simulations to date, with more than ten 
million particles, have been carried out at Los Alamos. Goals of this work are, first, to 
characterize both brittle and ductile crack growth and bifurcation, and then, to under­
stand the influences of temperature and interparticle forces on these features. Figure 9 
shows a bifurcated crack, propagating through a cold two-dimensional crystal of a quar­
ter million atoms. To prevent sound waves from at the system boundaries, 
special viscoelastic boundaries were developed and implemented in regions with a width 
of twenty atomic diameters. 

The first large-scale nonequilibrium simulations of plastic flow in three dimensions were 
devoted to the deformation of models of crystalline and amorphous silicon. Apart from 
the complexity of dealing with three-body forces, the main problem involved developing 
boundary conditions describing the interaction of an indentor with the silicon workpiece. 
Eventually these plasticity simulations were carried out with over a million atoms, and at 
sufficiently low deformation rates to provide a size-independent yield strength in accord 
with experiment. A specimen simulation is shown in 10. Such simulations revealed 
both a shear-induced phase transformation and the formation mechanism for new surfaces 
adjacent to the indentor. Both the fracture and simulations would have been 
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FIGURE 8. Typical phase-space sections showing the distribution of collisions as a function of 
field strength, all at 4/5 the close-packed density. The field strengths shown are 0, 1, 2, and 3, 
in units of p2/(rnO'), where a point mass m, with momentum p, is scattered by disks of diameter 
(Y. 

impossibly time-consuming ten years ago. Both required parallel processors, linked lists 
of neighbors, and special boundary conditions for extracting energy and momentum from 
the system. 

8. Smooth Particle Applied Mechanics 
Particle methods can be applied to macroscopic problems too, using Smooth Particle 

Applied Mechanics, a technique invented by Lucy and Monaghan in 1977, see Lucy (1977) 
and Monaghan (1992). The individual smooth particles represent smoothed distributions 
of material, with their own masses, energies, velocities, stresses, heat fluxes, etc. The 
mass distribution of each particle in space is described by a weighting function w(r) which 
is usually, but not invariably, fixed in form and range. Typically, the first and second 
derivatives of w(r < h) vanish at the cutoff radius, h, which is chosen sufficiently large 
that each particle interacts with thirty or forty others. Values of the various continuum 
flow variables are obtained as sums of particle contributions. Density is an important 
example. The density at a location r is calculated as a sum of contributions from the 



fUll.!;tion of 
1, '1d 3, 
of .neter 

linked lists 
ntumfrom 

,th Particle 
1UCY (1977) 
,stributions 
i, etc. The 
w(r) which 
and second 
iently large 
continuum 
important 

18 from the 

FIGURE 9. Propagation of a crack through a cold two-dimensional crystal of Len 
spline particles with quiet boundaries. Note the bifurcation, Of branching of the 
vertical boundaries contain particles interacting with dashpot forces which increas( 
strength over a region twenty atomic diameters in width. 

weights of all nearby smooth particles: 

p(r) == 2.: mW(T - r;), 

This simple formulation makes it unnecessary to solve the continuity equatiol 
The motion equations for the smooth particles involve the individual stres 

as the gradients of the weighting, or smoothing, functions which describe th( 
the particles in space: 

du; '\"' - 2 2 ] }'
{ = L..,m l(o"/p )i + (alp )j ,ViWij . 

To the extent that the stress and density are slowly varying in space, the smoc 
trajectories look just like particle trajectories govemed by a pair potential PI 
to w(r). 

Smooth particles have mostly been used to solve difficult problems in as 
but there are beginning to be more applications to familiar problems in fluid. 
Figure 11 shows a single frame from a two-dimensional smooth-particle sin 
the Rayleigh~Benard instability, the formation of convective rolls when a 
expanding fluid is exposed, simultaneously, to a temperature gradient and 
gravitational field. A detailed investigation shows that systems of a few thousa 
particles are sufficient to reproduce the kinetic energy and the time devel 
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FIGURE 10. Indentation pit in a model of silicon. The tetrahedral indentor which created the 
pit moved at 1/5 the speed of sound. The simulation shown here used 373,248 silicon atoms. 

the exact continuum flow field within a few percent, see Rapaport (1988), Puhl et al. 
(1989), Posch et al. (1995) and Kum & Hoover (1995). Figure 12 compares density and 
temperature contours calculated with 5000 smooth particles with exact contours obtained 
from a grid-based solution of the Navier-Stokes equations. 

The similarity of the smooth particle motion equations to the microscopic ones makes 
smooth particles a promising component of hybrid models spanning a range of space and 
time scales. In solutions of the continuum equations, boundary conditions often present 
a major difficulty. In the smooth particle case, two different types of boundaries have 
proved very useful. Mirror boundaries, shown in figure 11, associate particles with 
those bulk particles within range of the boundary. An explicit treatment of 
based on a smooth particle analog of surface tension, has proved useful for simulating 
both static and rotating liquid drops and for studying the instability of the interface 
between materials of differing densities. 

The accurate treatment of material surfaces is a research frontier in numerical con­
tinuum mechanics. In simulations of automobile collisions or the unstable buckling of 
structures composed of struts, it is essential to find all material contacts in a complex 

quickly and reliably. This can be done by using a generalization of the linked-list 
approach, with an additional space-fixed grid devoted to the detection and prevention 
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FIGURE 11. Typical smooth-particle velocity distribution for Rayleigh-Benard flow; 5000 Cf 1\ 
smooth particles were used. Note the reflected image particles at the top and bottom 

boundaries. 

of intersurface contacts. Figure 13 shows the deformation of a sheet made up of elastic­
plastic shell elements. The sheet was crumpled, to form a wad, by simultaneously squeez­
ing the original structure between three pairs of mutually-orthogonal moving plane walls. 
The resulting structure has several interesting multifractal aspects. 

9. Puzzles for the future 
One of the stated goals of the conference organizers is to identify current problems 

important for the future growth of understanding and applying Chaotic Complex Sys­
tems. From the perspective of particle simulations there are several areas which need 
more attention. In outline form these are 

(i) characterizing multifractal objects, 
(ii) understanding ergodic strange attractors, 

(iii) developing smooth boundaries, 
(iv) excluding unwanted fluctuations, 
(v) improving our description of turbulence, 

(vi) relating Nose's mechanics to mechanical variational principles. 

Let us consider each of these problem areas in more detail. 

The most basic need is for better characterization of the fractal objects themselves. For 


these objects, the fractal dimension, or dimensions, or its spectrum, are not sufficiently 
detailed to distinguish a crumpled sheet of paper from a puffy cumulus cloud. More 
quantifiable descriptors of fractal geometry are sorely needed to help us find our way 
around in the zoo of these objects. 

The fractal objects generated by nonequilibrium particle simulations are mathemati­
cally subtle. It seems evident that the twin notions of (a) ubiquitous shrinking of phase 
volume onto a strange attractor which is simultaneously (b) ergodic are dangerously close 
to nonsense. For an integer (or rational) state space these two things cannot both be true. 
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FIGURE 12. Density and temperature profiles for the smooth-particle simulation of figure 11 

are compared to exact profiles from a highly-accurate solution of the continuum equations. 


~ 




FIGURE 13. Simulation of the crumpling of a structure composed of elastic-plastic 
elements using the computer program DYNA3D. 

Nevertheless, the shrinkage in phase space and the ergodicity are both charactt 
the fractal objects of most interest for physicists. 

The simultaneous shrinking and recurrence bring to mind some paradoxical 
matics from two generations ago. The Banach-Tarski paradox refers to that d 
set theory, when augmented by the Axiom of Choice, which makes it possible to c 
two identical objects from the cut-up pieces of another. This paradox has been ~ 

nicely illustrated, using oranges, by French (1988). This failure of augmented se 
to conserve mass is likely related to our present conceptual difficulties in unden 
multifractal objects. 
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smooth and quiet boundaries, the number of degrees of freedom, and fluctuat~ons. Sim­
ulation boundaries need to be made as smooth as is possible. An atomistic adaptation 
of the smooth-particle image approach might be useful. It is also desirable to reduce 
the number of extraneous degrees of freedom. All particle models are saddled with fluc­
tuations (called 'heat', in the case of molecular dynamics) which can be both realistic 
and interesting, but with a cost which greatly exceeds their benefit. A means of discard­
ing irrelevant degrees of freedom would be welcome. Finding an efficient route to the 
Kolmogorov spectrum of turbulence using smooth particles is a related interesting open 
problem. 

For simplicity we have discussed here only isoenergetic and isokinetic forms of equilib­
rium and nonequilibrium mechanics. Nose (1991) discovered a generalization of mechan­

designed to replicate Gibbs' canonical distribution in the equilibrium case, now called 
Nose-Hoover mechanics. So far the link of that mechanics to the variational principles 
IS mISSing. 

WGH thanks the Universities of California and Vienna, as well as the organizers of 
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