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Abstract 

Nonequilibrium simulations with time-reversible thennostats provide multifractal phase-space structures. But alternative 
stochastic approaches to temperature control rule out such fine-grained structures. Thus, the validity of the fractals has been 
questioned. [ detail here the construction of the fully-Hamiltonian many-body problems which produce fractal structures 
isomorphic to those of the nonequilibrium simulations. © 1997 Published by Elsevier Science B.V. 

About 10 years ago it was established that 
reversibly-therrnostatted nonequilibriurn steady states 
lead to rnultifractal phase-space structures. Such struc­
tures certainly give an appealing mechanical rationale 
for the second law of thermodynamics [1]. Never­
theless, as has been emphasized recently [2,3], the 
source of the fractal structures raises a question: "Do 
the fractals correctly represent the rarity of nonequi­
librium states, or are they artifacts of particular time­
reversible thermostatting techniques?" This very basic 
question was discussed at length recently [2], but no 
definite conclusion was reached. Here I construct two 
simple Hamiltonian many-body example problems, 
closely related to conventional field-driven "color 
conductivity" simulations [4], but with accelerating 
fields which vary with time. These examples, like their 
relatives for shear and heat flows, turn out to generate 
exactly the same fractal phase-space structures as do 
corresponding thermos tatted nonequilibrium systems 
with constant accelerating fields. Thus the fractals 
describing many-body nonequilibrium thermostatted 
systems have identical twins, which can be generated 

by Hamiltonian systems with time-dependent external 
fields. 

In what follows, I distinguish between thermostat­
ted mechanics and conventional adiabatic Hamiltonian 
mechanics, citing both one-body and many-body ex­
amples of each. The two kinds of mechanics can be 
linked together. The many-body mass-flow example, 
emphasized here, has its conceptual roots in the one­
body Galton board or Lorentz gas problem [5,6]. That 
one-body problem led first to the discovery of the mul­
tifractal phase-space structures and later to an analyt­
ical proof [6] confirming the results of the numerical 
investigations. 

Analyses of the two-dimensional Galton board 
problem [5-8], the motion of a single particle mov­
ing in a triangular lattice of scatterers and accelerated 
by a constant external field, Eo, can lead to fractal 
phase-space structures for two kinds of thermostatted 
mechanics: (i) time-reversible isokinetic mechanics, 
or (ii) irreversible dissipative mechanics. Both one­
body scattering problems include a friction coefficient 
?, and lead to exactly the same motion equation, 
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Ii F+Eo -I;p. 

Here F represents the force due to the scatterers and Eo 
is the field strength. In discussing particular example 
problems I arbitrarily choose the accelerating field to 
lie in the x direetion. 

In the time-reversible isokinetic case, the friction 
coefficient varies with time. It is chosen so as to keep 
the moving particle's kinetic energy constant, 

I;(t) == (F· P + Eo· p)/p2:=} k.::: Ii· (p/m) =0. 

K = Ko is the kinetic energy of the moving particle. 
In the irreversible case, with a constant friction coeffi­
cient, 1;0, the kinetic energy K(t) fluctuates about its 
long-time average value. The multifractal phase-space 
structures which result, from either of the two types 
of dissipative one-body dynamical problems, time­
reversible [5] or not [7] , can be visualized easily. The 
structures correspond to sequences of scatterer colli­
sions. The geometry of each such collision provides 
a single point located in a two- or three-dimensional 
"Poincare section" of the one-body phase space [5]. 
The multifractal structures found in these sections evi­
dently arise as consequences of long-time correlations 
induced by the accelerating field. These correlations 
emphasize phase-space states which have zero mea­
sure at equilibrium. It is in this sense that nonequi­
librium states are relatively rare, even for such a one­
body problem. 

On the other hand, any long-time or long-distance 
correlations in many-body systems can be disrupted 
by adding noise at stochastic system boundaries [9] . It 
ha'l been stated that stochastic boundary conditions in­
evitably lead to a continuous phase-space distribution 
[2] . It is certainly hopeless to try to visualize directly 
the topology of many-body pha'le-space distributions, 
so as to study their continuity. Nevertheless, it is pos­
sible to make accurate, but indirect, estimates of their 
fractal dimensions through analyses of the Lyapunov 
spectra. The Lyapunov exponents, {A}, with Ai ? 
Ai-+- 1, which describe the orthogonal growth and decay 
rates of phase-space objects, can be used to locate the 
dimensional borderline separating objects which grow 
from objects which shrink. The borderline dimension­
ality, the "information dimension" is directly accessi­
ble from the spectra. It is simply the number of terms 
in the partial sum of exponents, ,£1 Ai, at which the 
sign of the sum changes from positive to negative. 

Determinations of Lyapunov spectra for stationary 
nonequilibrium thermostatted systems, with up to 100 
particles, strongly suggest a fractal dimensionality 
loss (the number of missing terms at the sign change 
of ,£' AI) which is "extensive", proportional to the 
number of particles, in the large-system limit [10]. 
The fractal structure of the distribution, revealed by 
these Lyapunov studies, is fundamentally important 
for statistical mechanics because it rules out the use 
of analytic expansions about the linear-response limit 
and likewise prohibits the use of Gibbs' entropies 
away from equilibrium. Such strong conclusions re­
quire support, based on simple examples, which can 
clarify the generality of the fractal structures away 
from equilibrium. 

"Color conductivity" is the simplest example of 
a homogeneous nonequilibrium many-body problem 
[4]. It is a many-body model for mass currents driven 
by an external field. In the usual case, half the oth­
erwise identical particles are driven to the right, and 
the remainder are driven to the left, by a fixed exter­
nal field In the usual nonequilibrium simulations, 
a thermostatting force, -I;p, is added to the equa­
tions of motion to induce a stationary nonequilibrium 
state. For small fields it is possible to show that this 
procedure leads to a conductivity, K =(±v)/ Eo, con­
sistent with Green and Kubo's linear-response theory. 
For computations, it is simplest to imagine that the 
moving particles are hard disks, or spheres, because 
then the overall dynamics scales simply with temper­
ature. Doubling all the particle velocities, and quadru­
pling the field strength, leaves the resulting trajecto­
ries {y(x)} unchanged despite a fourfold increase in 
temperature. Members of a colliding pair of particles 
simply exchange relative radial momenta at the instant 
of their collision. 

It is well established, when such a problem is ther­
mostatted [11,12], that the phase-space distribution 
has a fractal information dimension linked to the Lya­
punov spectrum, {A}, as explained above. In addition, 
the complete sum of exponents is related to the ex­
ternal entropy production, S, as well as to the time­
averaged rate of divergence of the phase-space distri­
bution function, dlnf/dt, 

I>i S/k (dlnf/dt). 

The Lyapunov exponents describe the time-averaged 
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or shrinkage, rates of the principal axes of a 
)0 	 _:,moving, co-rotating ellipsoid centered on a typical 

- :-tase-space trajectory [13]. The information dimen­
,,~:Jn of the resulting fractal structure lies below that of 
:1<:: equilibrium distribution function by the "dimen­
sionality loss" !1D c::: S / kA" where A, is the largest 

the Lyapunov exponents. This relation becomes ex­
':'~I in the linear-response limit. Recent theoretical and 

.:se 	 .. umerical work has made these exponents accessible 
:lit 	 -'or hard disks and spheres [14,15]. 
=eS It was already pointed out that the trajectories gen­

;:rated by the one-body Galton board problem coin­
:.::n ;;ide with those from the Hamiltonian dynamics of a 

Darticle in an exponentially-varying field, In E(x) "" 
. [8,16,17]. That is, the y(x) trajectory of a con­
",'cntional Hamiltonian particle moving in a conserva­
:i\'e, but nonlinear, exponential field is isomorphic to a 
~orresponding trajectory for an isokinetic thermostat­
lcd particle moving in a constant field Eo. Analogous 
many-body results, but with the spatial dependence, 

t:'- , replaced by a special time dependence, E(K) 
J[ E(t), can be established, as I show here. For small 

E­ :inite systems this dependence is relatively compli­
c:n 	 :ated. But it is plausible that it simplifies in the large­

sYstem limit, where fluctuations can be ignored. I have 
":erified the corresponding trajectory isomorphisms for 
;;mall systcms and short times by carrying out detailed 
:~ajectory calculations, for both nonequilibrium m.ass 

JlSe :urrents and for the corresponding shear flows. A snTI­
example calculation is described in more detail in 

:he Appendix. Longer many-body simulations are un­
ier study by Oyeon Kum. 

In the many-body case, Hamiltonian motion with 
a time-dependent "scaled" field, which depends ex­
plicitly on the kinetic energy, E(K) ex: K(t), pro­
·;ides many-body trajectories isomorphic to those from 
isokinetic thermos tatted many-body mechanics with 
fixed values of Eo and Ko. See Table 1, where three 
related simulation types are compared. It is plausible 

:c~. that fluctuations can be ignored in the large-system 
limit. If this is so, the field's precise fluctuating depen­
dence on the kinetic energy K( t) can be replaced by 

r:- the simpler analytic time dependence which follows 
from hydrodynamics, 

£(K) / Eo == E(t) jEo == (1 - t/TO) -2. 

e: 	 In the derivation of this relationship, given below, the 

Table I 
Three types of time-reversible color conductivity simulation com­
pared. For them, the time dependencies of the field E and kinetic 
energy K are indicated, as is also the time-rate-of change of the 
phase-space density, The trajectories for the first two approaches 
are identical 

Type E K din f/dt 

isokinetic Eo Ko +2Nt;(t) 

scaled field EolK(t)/Kol K(t) -(Eo/Ko) "£±(px/m) 

adiabatic E(r) K(t) o 


relaxation time TO is given a physical interpretation. It 
corresponds to the time required to extract an energy 
of order NkTo from a fixed external field Eo. A simple 
hydrodynamic analysis suggests that this time is suffi­
cient for the logarithmic divergence of the number of 
collisions per particle. 

The estimated large-system hydrodynamic form just 
given for the time-dependent field, E (t) , suggests that 
the multi fractal nature of nonequilibrium many-body 
phase-space distributions is not at all an artifact of 
the thermostatting procedure. Rather, it suggests that 
the structures seen in isokinetic simulations, which are 
identical to those generated with a field E (K), can 
also be generated with conventional Hamiltonian me­
chanics, using E (t). I sketch a proof of the trajec­
tory isomorphism linking the isokinetic and scaled­
field dynamics here. A numerical illustration appears 
in the Appendix. 

The trajectory of a thermos tatted hard disk or sphere 
is a sequence of curved arcs [5], punctuated by im­
pulsive collisions. For hard disks or spheres the colli­
sion process is not affected by the field, so that it is 
sufficient to consider the streaming motion, between 
collisions, which is that of a system of mass points, 
thermostatted and subject to an external field, but free 
of other accelerations. The motion of such a set of 
particles follows trajectories identical to those found 
for the adiabatic Hamiltonian motion of unconstrained 
particles in a particular time-dependent scaled field, 
E( K), thermostatted (l) and scaled field (2) in the 
present case, can most easily be shown to be identical 
bv considering the curvatures of the individual parti­
cle trqjectories. The trajectory slopes, 

vary along the particle's trajectories, as follows, 
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{d2y/dx2 (d/dx)(py/Px) 

(1/x)( d/dt)(pv/Px) 

::;: m(pxpy - PYPx)/p~}. 

In the isokinetic case, (1), with a fixed field Eo, we 
find 

{d2y/dx2 ::;: -mEopy/p~:;:: -(mE/p;) dy/dx}. 

Thus, if an adiabatic time-dependent field E (t) adiabatic 

E (K) were chosen to be proportional to the total 
many-body kinetic energy, exactly the same individual 
particle trajectories would follow from the resulting 
adiabatic Hamiltonian mechanics. Hence, the corre­
sponding many-body phase-space trajectories are iso­
morphic in configuration space, though they are tra­
versed at different rates. It is remarkable that the ther­
mostat forces make no contribution whatsoever to the 
curvatures {d2y/dx2}. This is a consequence of the 
fact that the constraint forces act parallel to the un­
constrained trajectory directions. 

Similar isomorphisms apply to shear flows, gen­
erated with Doll's or SHod's algorithms, and to heat 
flows, generated using the Evans-Gillan algorithm 
[12]. In all three cases the adiabatic system energy 
increaseswithtimeas(l t/70) . The external field 
driving the current likewise varies as (1 - t/70)-n, 
where n is 2 for a mass flow, 1 for a shear flow, and 
o for heat flow, all in the large-system limit, where 
fluctuations can be ignored. 

The argument leading to these results is simplest 
to check for mass flow. Select initial velocities for a 
system of point particles and advance them forward 
in time, with fixed kinetic energy Ko, and fixed field 
Eo, according to the collisionless, but thennostatted, 
motion equations, 

{x:;:: Px/m; Y= py/m;px =±Eo (Px,Py == -(py} , 

( ::;: 2: ±EoPx/2: p2 =? K == Ko . 

Then, set dt -dt and integrate the following adia­
batic motion equations, which incorporate the kinetic­
energy scaling of the field mentioned above, (back­
ward) in time, 

{x:= Px/m;)! = py/m;px = ±E(t);py ::;: a}, 

E(t) EoKCt)/Ko. 

Exactly the same {x, y} trajectories are traced out, but 
in the reverse direction. Though we have here consid­
ered a field which responds deterministically to the 
kinetic energy, a simpler dependence, ignoring fluctu­
ations, should apply as the system size is increased. 
In that case, the system energy should increase with 
time, due to the work done by the external field, in 
accordance with hydrodynamics, 

2N(D/2)kt::;: E2:±(Px/m) ex NKE2 ex NT3/ 

T/To =E/Eo (1- t/70)-2. 

Because the D-dimensional hard-particle conduc­
tivity K varies as TI/2, the characteristic time 70 is 
DkTo/KoE6. This limiting large-system case, with 
fluctuations ignored, should also correspond to a spe­
cial irreversible dissipative dynamics, generated with 
a constant field Eo and a constant friction coefficient 
(0. 

We see that pairs of isomorphic many-body trajecto­
ries can be correlated by a "time scaling", which links 
their underlying dynamics. The trajectory pairs con­
sidered here link steady-state isothermal and scaled­
field evolutions, 0 < t < 00, to limiting large-system 
adiabatic evolutions with 0 < tadiabatic < 70. These 
correlations are reminiscent of Nose's use of time scal­
ing to introduce temperature into Hamiltonian me­
chanics [18]. 

It is clear, because their thermostat contributions 
likewise have no effect on the trajectory curvatures, 
that shear flows and heat flows can be analyzed in 
much the same way. In the shear-flow case the strain 
rate E == du,/dy must vary as the square root of the 
kinetic energy to maintain an exact isomorphism. The 
heat-flow case is actually the simplest of the three 
types of transport, because the special Evans-Gillan 
field, which drives the heat flow, must be indepen­
dent of kinetic energy, and so, independent of time, 
for isomorphic trajectories. In every case the large­
system hydrodynamic time-dependence of the temper­
ature has the same form, ex (l - t/70)-2, with the 
system undergoing an infinite number of collisions per 
particle in a finite time 70. 

The fundamental conclusion of this work is that the 
thermostatted nonequilibrium trajectories, as well as 
the multi fractal distributions that they generate, are by 
no means unusual, at least for hard disks and spheres. 
The trajectories are in fact identical to trajectories 
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es are traced out, but 
ve have here consid­
~rministically to the 
nce, ignoring fluctu­
m size is increased. 
;hould increase with 
he external field, in 

lId-particle conduc­
acteristic time TO is 
:-system case, with 
correspond to a spe­
nics, generated with 
It friction coefficient 

many-body trajecto­
s,::aling", which links 
trajectory pairs con­
lthermal and scaled­
imiting large-system 
;'ciabatic < TO· These 
ISe'S use oftime scal­
w Hamiltonian me­

[costat contributions 
rajectory curvatures, 
-:an be analyzed in 

'-r10w case the strain 
Ie square root of the 
ct isomorphism. The 
implest of the three 
recial Evans-Gillan 
i. must be indepen­
ndependent of time, 
~'ery case the large­
cence of the temper­
- t/TO)-2, with the 
Iber of collisions per 

.[!:is work is that the 
jectories, as well as 
:hey generate, are by 
c: disks and spheres. 
[ricat to trajectories 

\vhich can be generated with special adiabatic mechan­
ics, when the mechanics includes external fields which 
generate mass, momentum, and energy currents. In the 
large-system limit, when fluctuations can be ignored, 
:he isokinetic, scaled-field, and adiabatic mechanics 
should all generate similar phase-space distributions. 

The careful reader may wonder how the fractal na­
,Ufe of the distribution could be consistent with Liou­
.. me's theorem, din f/ dt 0, which surely applies 
:,) ,he adiabatic cases. See Table 1. The explanation is 
simple. Though the spatial distribution becomes nec­
c:ssarily more and more localized as time goes on, the 
momentum distribution becomes correspondingly un­
Dounded, just as is required to conserve overall phase 
\'olume. Thus the vanishing entropy of nonequilibrium 
states relative to equilibrium ones can be described 

the continual phase-space shrinkage of "station­
states, or by the growing unboundedness of the 

phase-space volume of the corresponding equilibrium 
adiabatic state. 

Appendix 

We demonstrate numerically the trajectory isomor­
phism discussed in the text, for a pair of hard disks 
in an external field. For two positively colored hard 

the motion equations are as follows, 

= Prim; Y = py/m;px =F, + Eo - (Px; 


= F) (py}, 


,; = (Eo/ Ko) L(Px/m) Cisokinetic); 

): =Px/m; Y=p),/m;px =Fx + EoCK/ Ko); 

p = Fy} (scaled field) . 

Here. the forces {Ft , IS,} represent the hard-particle 
:oILsions. We choose a simple numerical example: 

special case with Eo, Ko, the disk mass m, and the 
cis;';: diameter (T all set equal to unity. The trajecto­
rieS shown in Fig. 1 include a time-reversible elastic 
:ollision linking the velocities of two colliding disks: 

,', +- 1.0, 0.0); C-1.0, O.O)} 

f-7 {CO.O,-1.0);(0.0,+1.0)}. 

The collision occurs just as both disks reach the line 
x =y. Before and after the collision exactly the same 

c. s 

-0, s 

-1 

-1 -c. :; C.S 1.5 

Fig. 1. Time-reversible hard-disk trajectories {.v(x)} according 
to both isokinetic and scaled-field dynamics, as is described in 
the appendix. Both disks have been "colored" so that the field 
accelerates them to the right. The collision occurs just as the disks 
reach the line x = y. 

curves, {y(x)}, are traced out, for either of the sets 
of motion equations just given. 

A number of colleagues have discussed with me 
the desirability of a many-body multifractal exam­
ple free of thermostatting. To them, Aurel Bulgac, 
Brad Holian, Carol Hoover, Dimitri Kusnezov, Joel 
Lebowitz, Michel Mareschal, and Harald Posch, I ex­
tend thanks. I specially thank Christoph Dellago, who 
provided several valuable comments on the first ver­
sion of this manuscript. Brad Holian, Carol Hoover, 
Oyeon Kum, Harold Posch, and Kris Wojiechowski 
kindly suggested useful clarifications, which are in­
corporated here. Work at the Lawrence Livermore Na­
tional Laboratory was performed under the auspices 
of the University of California, through Department of 
Energy contract W-7405-eng-48, and was further sup­
ported by grants from the Advanced Scientific Com­
puting Initiative and the Accelerated Strategic Com­
puting Initiative, 
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